Lesson 9-1 Sampling Distributions
A parameter is a number that describes the population.  In statistical practice, the value of a parameter is not known.
A statistic is a number that can be computed from the sample data without making use of any unknown parameters.  In practice, we often use a statistic to estimate an unknown parameter.

When we attempt to find the proportion of the population we use the symbol p to represent the population proportion, a parameter.  We use the symbol ê (p hat) to represent the sample proportion which is a statistic.

A sampling distribution of a statistic is the distribution of values taken by the statistic in all possible samples of the same size from the same population.

A statistic used to estimate a parameter is unbiased if the mean of its sampling distribution is equal to the true value of the parameter being estimated.

The variability of a statistic is described by the spread of its sampling distribution.  This spread is determined by the sampling design and the size of the sample.  Larger samples give smaller spread.  As long as the population is much larger than the sample (say, at least 10 times as large), the spread of the sampling distribution is approximately the same for any population size.
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