Lesson 6-3 More About Probability
The union (() of any collection of events is the event that at least one of the collections occurs.

The intersection (() of any collection of events is the event that all of the events occur.

Addition Rule for Disjoint Events

If events A, B, and C are disjoint in the sense that no two have any outcomes in common, then

P(one or more of A, B, C) = P(A) + P(B) + P(C).  This rule extends to any number of disjoint events.

General Addition Rule for Unions of Two Events

For any two events A and B,    P(A or B) = P(A) + P(B) – P(A and B)
The bar symbol ( ( ) is read “given that” or “given the information that”.  

General Multiplication Rule 

The joint probability that both of two events A and B happen together can be found by

P(A and B) = P(A) ( P(B ( A) 

Here P(B ( A) is the conditional probability that B occurs given the information that A occurs.

Definition of Conditional Probability

When P(A) > 0, the conditional probability of B given A is P(B ( A) = P(A and B) / P(A) 
Another Rule for Independent Events

Two events A and B that both have a positive probability are independent if P(B ( A) = P(B).

