Lesson 3-3
Least-Squares Regression
Regression Line

A regression line is a straight line that describes how a response variable, y, changes as an explanatory variable, x, changes.  Regression requires an explanatory variable and a response variable and is used to predict values of y for given values of x.  The Least Squares Regression Line, LSRL, is a commonly used model for a line.  The Least Squares Regression Line makes the sum of the squares of the vertical distances of the data points from the line as small as possible.
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Equation for the Least Squares Regression Line
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with slope 
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and intercept 

The slope of the regression line is the rate of change or, the amount of change in ŷ when x increases by 1.  The intercept of the regression line is the value of ŷ when x = 0.  
Residuals

A residual is the difference between an observed value of the response variable and the value predicted by the regression line.  That is, Residual = observed y – predicted y


  
     


         = y – ŷ

A residual plot graphs the residuals on the vertical axis against the explanatory variable on the horizontal axis. 

Residuals from the least squares regression line have an unusual property – the mean of the residuals is always zero.
The coefficient of determination, r2, gives the fraction of the data’s variation accounted for by the model.  1 – r2 is the fraction of the original variation left in the residuals.
Outliers and Influential Points
An outlier is an observation that lies outside the overall pattern of the other observations in a scatterplot.  An observation can be an outlier in the x direction, the y direction, or both.

An observation is influential if removing it would markedly change the position of the regression line.  Points that are outliers in the x direction are often influential.  
What Can Go Wrong?

· Don’t fit a straight line to a nonlinear relationship.

· Beware of influential points.

· Don’t infer that x causes y just because there is a good linear model for their relationship.
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